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SUMMARY

Interactions among suprachiasmatic nucleus (SCN)
neurons are required for robust circadian rhythms
entrained to local time. To investigate these signaling
mechanisms, we developed a functional coupling
assay that uniquely captures the dynamic process
by which SCN neurons interact. As a population,
SCN neurons typically display synchronized rhythms
with similar peak times, but will peak 6-12 hr apart
after in vivo exposure to long days. Once they are
removed from these conditions, SCN neurons re-
synchronize through a phase-dependent coupling
process mediated by both vasoactive intestinal
polypeptide (VIP) and GABA, signaling. Notably,
GABA, signaling contributes to coupling when the
SCN network is in an antiphase configuration, but
opposes synchrony under steady-state conditions.
Further, VIP acts together with GABA, signaling to
couple the network in an antiphase configuration,
but promotes synchrony under steady-state con-
ditions by counteracting the actions of GABAa
signaling. Thus, SCN neurons interact through
nonredundant coupling mechanisms influenced by
the state of the network.

INTRODUCTION

Temporal coding within oscillating neuronal networks is an
important organizational principle (Buzsaki, 2006; Schnitzler
and Gross, 2005). The suprachiasmatic nucleus (SCN) is a
neuronal network that controls daily rhythms in mammalian
behavior and physiology (Mohawk and Takahashi, 2011). Indi-
vidual SCN neurons display self-sufficient rhythms in gene
expression and electrical activity (Welsh et al., 2010) generated
at the molecular level by interacting feedback loops involving
the transcription and translation of clock genes (e.g., period2)
(Takahashi et al., 2008). The network-level properties of the
SCN sustain robust and coherent oscillations at the population
level (Welsh et al., 2010), and intercellular interactions appear
to be absent in most non-SCN tissues (Stratmann and Schibler,
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2006). In particular, SCN neurons interact to maintain identical
period lengths and specific phase relationships, and this
coordination is lost following neuronal dissociation (Welsh
et al.,, 2010). In this manner, intercellular interactions among
SCN neurons (i.e., coupling) determine the population-level
properties that are required for the transmission of coherent
output signals to downstream tissues and adjustment to
changing environmental conditions (Meijer et al., 2010, 2012).

Although it is critical for pacemaker function, the process by
which SCN neurons interact remains ill-defined. Candidates for
SCN coupling factors have been identified (Aton and Herzog,
2005; Maywood et al., 2011), with vasoactive intestinal polypep-
tide (VIP) known to play an especially important role. Without
competent VIP signaling, SCN neurons display desynchronized
rhythms and a lower propensity for sustained cellular oscillations
(Aton et al., 2005). However, SCN neurons also communicate
through other signaling pathways that can compensate for the
lack of VIP (Brown et al., 2005; Ciarleglio et al., 2009; Maywood
et al., 2006, 2011). GABA, the most abundant neurotransmitter
within the SCN (Abrahamson and Moore, 2001), is also a putative
coupling factor whose role remains unclear, since GABA,
signaling is sufficient (Liu and Reppert, 2000) but not required
for synchrony (Aton et al., 2006). One obstacle in the attempt
to develop a mechanistic understanding of the role of different
SCN coupling factors is the lack of analytical paradigms that
are well suited for this purpose. Previous studies have relied
largely on techniques that eliminate cellular interactions via
physical, pharmacological, or genetic means to determine which
forms of intercellular signaling are necessary or sufficient
for period synchrony. Although this approach is informative, it
typically entails compromised neural function, which can com-
plicate interpretation of the precise role played by the candidate
coupling factor. Furthermore, this approach is unable to provide
insight into how the intact, functional SCN network uses and
integrates different coupling signals.

Here, we developed a functional assay for SCN interactions
that uses genetically intact animals with competent neuronal
oscillatory and coupling mechanisms. Our research strategy
was modeled on one previously employed to investigate
coupling within an invertebrate pacemaker system (Roberts
and Block, 1985), which involved shifting one of two coupled
pacemakers and then tracking resynchronization between
the pair over time in vitro. Although it remains difficult to shift
specific SCN subpopulations in vitro, the pacemaker network
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Figure 1. SCN Reorganization under Long
Day Lengths

(A) Representative double-plotted actograms
depicting wheel-running rhythms of individual
PER2::LUC mice entrained to LD12:12 or LD20:4.
Lighting conditions are represented by internal
yellow shading and the light:dark bar above each
actogram. For clarity, only the last 2 weeks of
entrainment are illustrated.

(B) Still images of PER2::LUC expression from
SCN slices collected from LD12:12 or LD20:4 mice
(see also Movies S1 and S2). The number in the
upper-left corner indicates the number of hours
in vitro, and the left lobe of each SCN is outlined
in yellow to highlight the compartmental nature
of PER2::LUC expression within the LD20:4 slice.
(C) Individual phase maps depicting peak time
relative to the field rhythm of the whole slice on
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the first cycle in vitro. Cool and warm colors indi-
cate early- and late-peaking regions, respectively.
(D) PER2::LUC time series from dorsal SCN
(d, dSCN) and central SCN (c, cSCN) regions
used to assess rhythms in the SCN shell and
core, respectively.

(E) On the first cycle in vitro, LD20:4 altered the
peak time of the cSCN region relative to that for
the dSCN region (n = 12/condition), such that the
cSCN peaked earlier than the dSCN. *Student’s
t test, p < 0.0001.

(F) LD20:4 increased the level of PER2:LUC
expression within the ¢cSCN (n = 12/condition).
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Still images of total PER2::LUC expression within representative SCN slices over the first 24 hr in vitro. The PER2 expression level was quantified by summing
brightness values for the cSCN region expressed relative to those for the dSCN region (n = 12/condition). *Student’s t test, p < 0.0001. Values are mean + SEM.

See also Figure S1.

can be temporally reorganized in vivo by a variety of environ-
mental lighting conditions (de la Iglesia et al., 2004; Inagaki
et al., 2007; Meijer et al., 2010; Yan et al., 2005). Based on pre-
vious theoretical and experimental research (Inagaki et al.,
2007; Pittendrigh and Daan, 1976b), we predicted that in vivo
exposure to long day lengths would reorganize the SCN network
into two subpopulations cycling out of phase, which we could
use to investigate network resynchronization over time in vitro
using bioluminescent reporters of clock protein expression in
single SCN neurons. Using this SCN coupling assay, we found
that SCN neurons are coupled by both VIP and GABA, signaling,
and that these SCN factors operate in a cooperative or antago-
nistic manner depending on the state of the network.

RESULTS

Long Day Lengths Reorganize the SCN Network

Male PER2::LUC mice (Yoo et al., 2004) were bred and raised
under a 24 hr light:dark cycle with 12 hr light and 12 hr darkness
(LD12:12). At 7-9 weeks of age, the mice either remained under
LD12:12 or were transferred to a long-day-length condition with
20 hr of light (LD20:4). As expected, LD20:4 produced a rapid
decrease in the duration of the nocturnal active phase (Figure 1A;
Figures S1A and S1B available online). In addition, LD20:4 mice
displayed a stable phase angle of entrainment and free-running
rhythms that derived from the predicted phase (Figures 1C and
S1A), both of which are measures of true entrainment. Lastly,

974 Neuron 80, 973-983, November 20, 2013 ©2013 Elsevier Inc.

LD20:4 decreased the free-running period by ~30 min (Fig-
ure S1D), similar to previous results obtained in this species
(Pittendrigh and Daan, 1976a). Collectively, these results indi-
cate that PER2::LUC mice entrain to this long-day-length
condition.

To investigate photoperiodic changes in pacemaker organi-
zation, coronal SCN slices were collected from PER2:LUC
mice held under LD12:12 or LD20:4 (Figure 1B). Real-time biolu-
minescence imaging of PER2::LUC expression was conducted
in vitro and SCN spatiotemporal organization was mapped
(see Experimental Procedures). Consistent with previous work
(Evans et al., 2011), SCN slices from LD12:12 mice showed
regional PER2::LUC peak time differences ranging from 2 to
4 hr on the first cycle in vitro (Figures 1C and S1E; Movie S1).
In contrast, LD20:4 slices displayed a much larger range of
PER2::LUC peak times, with reorganization of two spatially
distinct subpopulations (Figures 1C and S1E; Movie S2). In
particular, LD20:4 slices were characterized by a central region
that phase-led a surrounding semiconcentric region by ~6 hr
on the first cycle in vitro (Figures 1C-1E, p < 0.0001). This
organizational pattern resembles the functionally distinct SCN
compartments that are often referred to as the “core” and
“shell” (Abrahamson and Moore, 2001; Antle et al., 2003).
Indeed, the dense population of arginine vasopressin neurons
that demarcates the SCN shell compartment was in spatial
registry with the late-peaking shell-like region, but not the
early-peaking core-like region (Figure 2). In addition to changing
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Figure 2. Photoperiodic Reorganization of SCN Shell and Core
Regions

Coronal SCN slices collected from LD20:4 mice were imaged for 2 days
and then processed for arginine vasopressin immunoreactivity (AVP-ir, red).
Individual still images of PER2::LUC expression were selected to isolate the
early-peaking (blue pseudocolor) and late-peaking (yellow pseudocolor)
regions on the first cycle in vitro before they were superimposed onto AVP-ir
images. The results indicate that LD20:4 reorganizes the SCN into shell and
core regions cycling in antiphase, since the AVP-ir neurons that demarcate
the SCN shell are in spatial registry with the late-peaking region, but not with
the early-peaking core-like region. Individual phase maps are indicated for
each slice. See also Figure S2.

the spatiotemporal organization of the SCN network, LD20:4
increased the level of PER2::LUC expression within the central
SCN on the first cycle in vitro (Figure 1F, p < 0.0001). SCN slices
from LD12:12 mice did not display these organizational or func-
tional changes regardless of the time of dissection (Figure S2A),
indicating that the changes observed within LD20:4 slices are
specifically associated with the long-day-length condition and
are not attributable to differences in the time of sample prepara-
tion. Importantly, LD20:4 produced region-specific changes in
the timing and level of PER2 expression in vivo (Figures S2B
and S2C), consistent with those observed in vitro. These results
confirm our prediction that in vivo exposure to long days
reorganizes the SCN network into two subpopulations that
cycle out of phase, and demonstrate that the specific spatiotem-
poral pattern involves dissociation of SCN shell and core
compartments.

We further tested whether day length in vivo is proportional
to the peak time difference between SCN shell and core re-
gions in vitro by collecting SCN slices from PER2::LUC mice
housed under a range of long day lengths (i.e., LD12:12,
LD16:8, LD18:6, LD20:4, and LD22:2). Average phase maps
constructed for each photoperiod reveal that the magnitude
of the shell-core peak time difference increased with day length
(Figure 3A). Whereas SCN slices from LD12:12 mice lacked a
clear distinction between shell and core compartments, the
peak time difference between SCN shell and core regions
increased in proportion to the day length (Figures 3A and 3B,
p < 0.0001; see also Figure S3). In contrast, the phase relation-
ship between two spatially distinct shell regions (dorsal and
lateral SCNs) was not significantly influenced by day length
(Figure S3, p = 0.12). Moreover, the level of PER2::LUC expres-
sion within the SCN core increased with the magnitude of the
shell-core peak time difference (Figure 3C, R® = 0.51, p <
0.0001; see also Figure S3). In contrast, long days did not sys-
tematically affect the regional period length (Figure S3). Thus,
although the SCN core is often described as a nonrhythmic
or weakly rhythmic compartment in terms of intrinsic genetic
or electrical expression (Antle et al., 2003), these data indicate
that this region is capable of robust oscillations that are not
evident under standard lighting conditions when the network
is in a typical configuration. These results add to a small
body of research indicating that the SCN core is capable of
robust gene-expression rhythms depending on environmental
conditions (Butler et al., 2012; Yan, 2009). Although previous
work could not distinguish between light-driven and intrinsically
rhythmic gene expression, here, increased PER2::LUC ex-
pression within the SCN core was maintained in the absence
of photic stimulation in vitro, which suggests that the basis
of this plasticity derives from changes at the cellular and/or
network level.

Network Resynchronization through Dynamic Changes
in Regional Phase Relationships

Next, we determined whether the reorganized SCN network
could resynchronize when fully intact in vivo, a prerequisite
to studying resynchronization in vitro. PER2::LUC mice were
entrained to LD12:12 or LD20:4 before they were released
into constant darkness (DD) for 1, 4, 7, 14, or 21 days.

Neuron 80, 973-983, November 20, 2013 ©2013 Elsevier Inc. 975
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As expected, SCN slices collected from mice held under
LD20:4 displayed a large difference in the shell-core peak
time, which was maintained on the first day after release into
DD (Figure S4). After 4 days in DD, the shell-core peak time dif-
ference was still evident, although diminished in magnitude
relative to mice under LD20:4 (Figure S4). Finally, after
1 week in DD, the SCN network had returned to an organiza-
tional state like that observed under LD12:12 (Figure S4).
Consistent with previous work (Evans et al., 2011), the spatio-
temporal organization of LD12:12 slices was not markedly
altered by DD (Figure S4). These data indicate that the network
reorganization induced by LD20:4 is not permanent and that
SCN neurons are able to resynchronize in vivo through a pro-
cess that is complete within 1 week.

To test whether the reorganized SCN retains the ability to re-
synchronize in vitro, we tracked changes in network organiza-
tion in LD20:4 and LD12:12 slices over time in culture (Figure 4).
Whereas the spatiotemporal organization of the LD12:12 slices
changed little over time in vitro, the LD20:4 slices displayed
organizational changes and a decrease in the magnitude of
peak time difference between shell and core regions (Figure 4A).
To further examine this process, we used regional analyses to
quantify changes in the shell-core peak time difference over the
first four cycles in vitro (Figures 4B-4D). In contrast to the
LD12:12 slices, the LD20:4 slices displayed large changes in
the shell-core phase relationship over time in vitro (Figure 4B,
p < 0.005), and the magnitude of change correlated positively
with the initial peak time difference between SCN shell and
core regions (Figure 4C; R? = 0.44, p < 0.001). When tracked
on a cycle-by-cycle basis, half of the LD20:4 slices appeared
to resynchronize with the SCN core shifting earlier (i.e., through
phase advances; Figure 4D), whereas the other half appeared
to resynchronize with the SCN core shifting later (i.e., through
phase delays; Figure 4D). Directional differences in dynamic
behavior over time in vitro depended on the magnitude of
the initial peak time difference (post hoc t test, p < 0.05), with
the SCN core phase advancing or phase delaying depending
on whether the initial shell-core phase difference was larger
or smaller than 6 hr, respectively.

976 Neuron 80, 973-983, November 20, 2013 ©2013 Elsevier Inc.
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To further investigate the phase-dependent nature of these
resetting responses, we used cell-based computational ana-
lyses to track individual SCN neurons over time in vitro (Fig-
ure 5). SCN neurons within LD12:12 slices showed stable
phase relationships and similar period lengths over time
in vitro, but SCN neurons within LD20:4 slices displayed larger
differences in initial peak time and larger changes over time
in vitro (Figure 5A). Using all SCN core cells extracted from
all slices, we next constructed a response curve to investigate
whether the resetting responses of SCN core neurons were
systemically related to the initial phase relationship with SCN
shell neurons. The resulting “coupling” response curve is curvi-
linear in nature (Figure 5B), with two main resetting regions: (1)
a phase-advance region where SCN core cells phase lead by
8-12 hr and (2) a phase-delay region where SCN core cells
phase lead by 1-6 hr (Figures 5B-5D). In addition, there is a
steady-state region where the initial phase lag of 0-3 hr in
LD12:12 slices is maintained over the recording period (Figures
5B and 5E). As expected in a circadian response curve, the
zero crossing at the phase relation of 4 hr indicates a continuity
in responses (Figure 5B) that is further evident when resetting
responses are partitioned across consecutive cycles (Fig-
ure S5). Additionally, consistency in the phase-dependent
nature of this resetting response was observed across consec-
utive cycles, across cells, and across most photoperiodic con-
ditions (Figure S5). Since phase dependence is a fundamental
property of oscillator synchronization (Hansel et al., 1995), the
curvilinear nature of this response curve, along with its consis-
tency and continuity, strongly suggests that this dynamic
behavior reflects coupling among SCN neurons. The coupling
response curve generated here is analogous to a traditional
phase response curve, but is unique in that it characterizes
the response of SCN neurons to a phase-shifting stimulus
provided by the network itself, rather than an exogenous stim-
ulus. Without knowledge of the precise signals SCN neurons
use to influence one another, we view this formal analysis of
SCN coupling mechanisms as a first step in understanding
the functional roles of different signaling cues (Aton and Her-
zog, 2005; Maywood et al., 2011).
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Figure 4. Changes in SCN Network Organization over Time In Vitro
(A) Average phase maps for LD12:12 and LD20:4 slices over time in vitro
(first cycle in Figure 3A). Note that the magnitude of the difference in peak time
between shell and core regions deceases over the first four cycles in vitro.
(B) LD20:4 increased the change in peak time for the cSCN region. The
absolute change in peak time difference between the cSCN and dSCN regions
was calculated for the fourth cycle in vitro.

(C) In LD20:4 slices, the change in peak time for the cSCN region correlated
with the initial shell-core peak time difference.

(D) Vertical plot depicting changes in the shell-core peak time difference over
the first four cycles in vitro. On average, the cSCN region in LD12:12 slices
(black squares) displayed a peak time similar to that observed for dSCN
(i.e., the peak time difference is close to zero) and this relationship changed
little over time. In LD20:4 slices (gray symbols), the cSCN region appears to
gradually realign into a configuration like that displayed by LD12:12 slices, with
two distinct patterns of resetting evident. Note that LD12:12 data are double-
plotted at —24 and 0 to visualize LD20:4 resetting in each direction. *Student’s
t test, p < 0.005. Values are mean + SEM.

See also Figure S4.

Dynamic Changes in SCN Network Organization Are
Mediated by Intercellular Signaling Mechanisms

SCN neurons influence one another through intercellular
communication mediated by synaptic, electrical, and paracrine
signaling (Aton and Herzog, 2005; Maywood et al., 2011).
To directly test the hypothesis that dynamic changes in network
organization in vitro reflect intercellular communication medi-

ated by synaptic communication, we assessed whether
dynamic changes in network organization would be abolished
by tetrodotoxin (TTX). Since TTX attenuates the biolumines-
cence rhythms of organotypic SCN slices (Buhr et al., 2010;
Yamaguchi et al., 2003), but not acutely dissected SCN slices
(Baba et al., 2008), we first tested the efficacy and side effects
of TTX within the context of our preparation. SCN slices were
collected from LD12:12 mice and immediately cultured with
medium containing 2.5 uM TTX. As expected, TTX increased
the phase dispersion of SCN cells measured on the fifth cycle
in vitro (Figure S6A), but did not alter the rhythmic properties
of SCN core cells within LD12:12 slices (Figure S6D). Thus,
TTX application within this preparation effectively suppressed
cellular communication without compromising single-cell oscil-
latory function.

SCN slices were collected from PER2::LUC mice entrained to
either LD12:12 or LD20:4, and then cultured with 2.5 uM TTX.
TTX did not markedly alter photoperiod-induced changes in
SCN organization or function (Figures 6F and S6E), but it
greatly attenuated the resetting responses over time in vitro
(Figures 6A and S6F). Specifically, TTX reduced the area under
the advance and delay portions of the coupling response curve
by 82% and 55%, respectively (Figures 6A and 7). Thus, dy-
namic changes in network organization were greatly attenuated
by TTX, consistent with a primary mechanism that is dependent
on Na*-dependent action potentials and conventional synaptic
transmission. Further, these data indicate that dynamic
changes in network organization over time in vitro is an active
process mediated by neuronal coupling, rather than a passive
process mediated by regional period differences. Since TTX
blocks period synchronization and enhances the ability to
detect intrinsic period differences, TTX would be expected to
increase the magnitude of phase changes due to regional
period differences. Instead, TTX largely abolishes the coupling
response curve. Small residual changes in the presence of
TTX may reflect intrinsic regional differences in period length
(Myung et al., 2012) or forms of intercellular communication
that are less sensitive to TTX (Aton and Herzog, 2005; May-
wood et al., 2011).

VIP Signaling Is Important for Both Steady-State Phase
Relations and Network Resynchronization

VIP meets many of the criteria for an important SCN coupling
factor, including lack of synchrony among SCN neurons during
pharmacological or genetic elimination of VIP signaling (Aton
and Herzog, 2005). Importantly, synchrony is reestablished in
VIP—/— SCN slices by in vitro application of a VIP receptor
agonist (Aton et al., 2005), but can also be reestablished by
GRP or K*-induced depolarization (Brown et al., 2005; Maywood
et al., 2006). Recent coculture experiments with VIP—/— slices
further highlight the import of VIP signaling and indicate that
there is viable compensation through a variety of other signaling
pathways (Maywood et al., 2011). The fact that a subset of VIP
knockout animals continue to display robust rhythms in behavior
and SCN function further suggests that non-VIP signals can
effectively couple the network (Brown et al., 2005; Ciarleglio
et al., 2009). Since these studies using genetic knockout models
provide strong evidence that VIP is an important SCN coupling

Neuron 80, 973-983, November 20, 2013 ©2013 Elsevier Inc. 977
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See also Figure S5.

factor, we next investigated its role in our functional coupling
assay using a genetically intact SCN circuit.

Because the dynamic process of SCN coupling involves inter-
cellular signaling over several days in vitro, we first determined
the efficacy and side effects of VIP receptor antagonism within
the context of our preparation. LD12:12 slices were incubated
with either vehicle (ddH,0) or 20 uM VIP receptor antagonist
[4CI-D-Phe®, Leu'] VIP, as previously described (Atkins et al.,
2010). At the time of the fourth peak in vitro, either vehicle
(ddH50) or 20 uM VIP was added to the culture medium. VIP pro-
duced a large reduction in the amplitude of the PER2::LUC
rhythm, consistent with the results of An et al. (2011), and this
amplitude reduction was fully blocked by [4CI-D-Phe®, Leu'"]
VIP (Figure S6B). Application of [4CI-D-Phe®, Leu'"] VIP did not
alter the rhythmic properties of SCN cells or decrease the num-
ber of rhythmic cells within LD12:12 slices (Figure S6D). Based
on these results, we conclude that application of [4CI-D-Phe®,
Leu'”] VIP within this preparation effectively suppresses VIP
signaling for at least 4 days in vitro without the compromised
single-cell oscillatory function commonly observed in genetic
models with deficient VIP signaling (Brown et al., 2005; Ciarleglio
et al., 2009; Maywood et al., 2006, 2011).

To test whether VIP signaling contributes to dynamic changes
in network organization in vitro, SCN slices from LD12:12 and
LD20:4 mice were cultured with 20 pM [4CI-D-Phe®, Leu'"] VIP
added to the medium at the start of the recording. VIP receptor
antagonism did not eliminate photoperiod-induced changes in
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SCN organization or function (Figures 6F and S6E), but it partially
blocked network resynchronization over time in vitro (Figures 6B
and S6F). In particular, [4CI-D-Phe®, Leu'”] VIP attenuated both
the advance and delay portions of the coupling response curve,
reducing the area under the curve by 56% and 44 %, respectively
(Figures 6B and 7). Moreover, [4CI-D-Phe®, Leu'"] VIP destabi-
lized the steady-state portion of the response curve such that
LD12:12 slices did not maintain the typical network organization
over time in vitro (Figures 6B, 7, and S6F). These results reveal
that VIP signaling not only contributes to the maintenance of
steady-state phase relationships but also plays a role during
network resynchronization after photoperiodic reorganization.
Further, TTX and VIP receptor antagonism had differential
effects on the amplitude of phase advances (Figure 7B), which
suggests that other signals may contribute to resynchronization.
Lastly, the observation that VIP receptor antagonism, but not
TTX, destabilized steady-state network organization (Figure 7B)
suggests that network desynchrony is a response to another
signaling mechanism that is typically inhibited by VIP signaling
and blocked by TTX.

State-Dependent Role of GABA, Signaling in Regulating
Network Organization

Previous research indicated that SCN neurons interact through
multiple, seemingly redundant signaling mechanisms, but it
has been difficult to define the specific roles of different coupling
factors (Aton and Herzog, 2005; Welsh et al., 2010). GABA is a
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Figure 6. Intracellular Signaling Mecha-
nisms that Mediate SCN Resynchronization
In Vitro

(A) Coupling response curve for SCN cells cultured
with 2.5 uM TTX constructed with a 2 hr running
average. Dashed curve illustrates the vehicle
response curve from Figure 5. LD20:4 sample size
for initial phase difference of —3 to —2: 57 and 20.
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(C) Coupling response curve for SCN cells
cultured with 200 pM BIC constructed with a 2 hr
running average. LD20:4 sample size for initial
phase difference of —3 to 0: 40, 38, 54, and 35.
(D) Coupling response curve for SCN cells cultured
with both 20 uM [4CI-D-Phe®, Leu'’] VIP and
200 pM BIC constructed with a 2 hr running
average. LD20:4 sample size for initial phase
difference of —3: 24. In (A)-(D), LD20:4 and
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putative SCN coupling factor that is expressed in nearly all SCN
neurons (Abrahamson and Moore, 2001) and acts on the GABAA
receptor to regulate the amplitude of SCN electrical rhythms
in vitro (Aton et al., 2006), synchronize dispersed SCN neurons
(Liu and Reppert, 2000), and facilitate communication between
the ventral and dorsal SCNs during propagation of photic input
(Albus et al., 2005; Han et al., 2012). However, in the most recent
work on the role of GABAergic signaling, Aton et al. (2006) found
that it was not required for maintaining network synchrony within
an intact organotypic SCN slice. Since GABA is the most
abundant neurotransmitter within the SCN, clarifying its role in
regulating network-level properties is essential for understand-
ing SCN function.

As with [4CI-D-Phe®, Leu'] VIP, we first determined the effi-
cacy and side effects of GABA antagonism within the context
of our preparation. LD12:12 slices were cultured with either
vehicle (ddH,0) or 200 uM of the GABA, receptor antagonist
bicuculline (BIC), and then provided with vehicle (ddH»0) or
20 uM GABA at the time of the fourth peak in vitro. GABA pro-
duced a phase delay in the PER2::LUC rhythm, consistent with
previous results (Liu and Reppert, 2000), and this phase delay
was blocked by BIC (Figure S6C). Consistent with previous
research (Aton et al., 2006), BIC did not alter the rhythmic
properties of SCN core cells or decrease the number of rhythmic
cells within LD12:12 slices (Figure S6D). Thus, BIC application
effectively suppresses GABA, signaling over time in vitro without
altering single-cell oscillatory function.

To test whether GABA, signaling contributes to network
resynchronization in vitro, LD12:12 and LD20:4 slices were
cultured with 200 uM BIC added to the medium. BIC did not
eliminate photoperiod-induced changes in SCN organization

-4 -2 0 2 4
Initial Peak Time Difference (h)

0.003. Values are mean + SEM.
See also Figure S6.

or function (Figures 6F and S6E), but it did inhibit network
resynchronization over time in vitro (Figures 6C and S6F). In
particular, BIC attenuated the phase advance portion of the
coupling response curve by 71%, an effect similar to that pro-
duced by TTX and larger than that produced by VIP receptor
antagonism (Figures 6C and 7). This reveals that GABAa
signaling contributes to network coupling when SCN core cells
are close to antiphase. In contrast, BIC did not attenuate phase
delays like TTX or the VIP receptor antagonist, and did not
destabilize the steady-state portion of the coupling response
curve like the VIP receptor antagonist (Figures 6C and 7),
indicating that non-GABAa signaling mechanisms facilitate
synchrony when the network is in less polarized states. Lastly,
the steady-state portion of the coupling response curve is
stable when both BIC and the VIP receptor antagonist are
applied (Figures 6D and 7), indicating that the destabilization
produced during VIP antagonism is a response caused by
GABA, signaling. Collectively, this pattern of results suggests
that GABA, signaling promotes network synchrony in an
antiphase state, but opposes network synchrony in a steady-
state configuration. This state-dependent role for GABAa
signaling may account for previous results indicating that
GABA is sufficient to synchronize dissociated SCN neurons
(Liu and Reppert, 2000), but its absence does not desynchronize
the SCN network under steady-state conditions (Aton et al.,
2006).

DISCUSSION

Here, we developed a functional assay of SCN coupling that
uniquely captures the dynamic process by which SCN neurons
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Figure 7. Pharmacological
Responses

(A) Area under the curve (AUC) for the advance, delay, and steady-state re-
gions (as defined below the abscissa in Figure 5B).

(B) Differential effects of pharmacological agents on resynchronization and
maintenance of steady-state phase relationships. Effects of pharmacological
manipulations were compared using cellular data within the advance portion
of the curve (all cells with an initial peak time difference between —11 and —12),
delay portion of the curve (all cells with an initial peak time difference
between —4 and —3), and steady-state portion of the curve (all cells with an
initial peak time difference between +2 and +3). Sample sizes for each group
are indicated along the abscissa of Figures 5B and 6A-6D. *Full factorial
ANOVA followed by post hoc Student’s t test with Bonferroni correction,
p < 0.01. Values are mean + SEM.

Manipulation of SCN Coupling

interact. First, we confirmed that long day lengths alter the
spatiotemporal organization of the SCN network, and found
that the specific pattern of reorganization involves temporal
dissociation of SCN shell and core compartments. We then
exploited this alternative operational state to investigate the
process of network resynchronization with real-time biolumi-
nescence imaging of single SCN neurons over time in vitro.
Our results reveal that SCN neurons interact in a dynamic
manner through phase-dependent responses. Phase-depen-
dent interactions are a staple of mathematical models of
oscillator coupling, but it has been difficult to demonstrate
experimentally, even in invertebrate pacemaker prepara-
tions. The finding that phase-dependent responses likewise
characterize SCN responses to environmental cues supports
the theory that this process is essential for all forms of syn-
chronization (Hansel et al., 1995; Smeal et al., 2010). Continued
use of the coupling response curve developed here can
provide further insight into the mechanisms by which
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SCN neurons influence one another to regulate network-level
properties.

By developing and employing this in vitro assay of SCN
interactions, we have shown that SCN neurons are coupled
through nonredundant signaling mechanisms whose functional
roles are influenced by the state of the network. Predating
this work, there was strong evidence supporting a role for
VIP in maintaining SCN network synchrony (Aton and Herzog,
2005). However, similar evidence for GABA was relatively
modest, with no apparent role for GABA, signaling in maintain-
ing network synchrony (Aton et al., 2006). Our results reveal
that both VIP and GABAa signaling pathways contribute to
SCN coupling, but that the roles of these SCN coupling factors
are functionally distinct. Notably, we find that GABA, signaling
contributes to SCN coupling specifically when the network is in
a polarized state, but opposes synchrony under steady-state
conditions. Further, our results indicate that VIP acts together
with GABA, signaling to promote resynchronization when the
network is in an antiphase configuration, but opposes the
actions of GABA, signaling to promote network synchrony
under steady-state conditions. The observation that signaling
through VIP and GABA, pathways exerts opposing actions
under steady-state conditions, with the latter destabilizing
network synchrony, is consistent with a recent report investi-
gating functional connections between SCN neurons in culture
(Freeman et al., 2013). Our study complements and extends
that work, demonstrating that GABAA signaling can either
inhibit or promote network synchrony in a manner that de-
pends on the state of the network. This state-dependent role
of GABA, signaling may reflect phase-dependent resetting
responses (i.e., GABA advances SCN cells near antiphase,
but delays those in-phase), as predicted by the phase
response curve for GABA (Liu and Reppert, 2000). In addition,
chronic light stimulation during long-day entrainment may
produce intrinsic changes in neuronal function, altered synaptic
inputs to SCN cells, or other experience-dependent changes
in network architecture (Koch et al., 2011; Marder and Goail-
lard, 2006). Potentially substantiating the latter possibility, we
find that long-day entrainment increases the level of PER2:
LUC expression within the SCN core, which suggests that
this condition induces changes in cellular and/or network
signaling. The mechanistic bases, biological relevance, and
state dependence of these forms of SCN plasticity warrant
further study.

After reorganization, SCN core and shell neurons resynchron-
ize to reestablish a steady-state network organization, which
indicates that these SCN compartments are coupled through
bidirectional lines of communication. Since most studies
have found anatomical connections traveling only from the
SCN core to shell neurons, this study provides the best
evidence to date for the functional transmission of information
in the opposite direction. First, we found that VIP signaling
contributes to network synchronization in both steady-state
and reorganized states, which confirms and extends previous
work using genetic models deficient in VIP signaling. Because
VIP is produced exclusively by neurons within the SCN core,
VIP in this context likely acts as a cue transmitted from the
SCN core to the SCN shell. Thus, this result indicates the
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presence of another coupling signal transmitted from the shell
that directly resets SCN core neurons. We then tested whether
GABA, signaling might serve this role, since GABA is synthe-
sized and processed in nearly all SCN neurons (Abrahamson
and Moore, 2001; Belenky et al., 2008). We found that GABAA
signaling contributes to network resynchronization when the
SCN network is in an antiphase state, but not in less polarized
states. This further indicates that at least one other signal is
transmitted from the shell to reset SCN core neurons and
produce network resynchronization in less polarized states.
Given the lack of compelling evidence for synaptic connections
from shell to core neurons, this yet-to-be-identified signal
may be paracrine in nature (Maywood et al., 2011; LeSauter
and Silver, 1998).

Further use of this functional coupling assay has the potential
to reveal additional aspects of SCN circuitry that would be diffi-
cult to detect with the exclusive use of loss-of-function genetic
models. In addition to the common developmental confounds
associated with germline mutations, murine models lacking
VIP or GABAA signaling display deficits in photic entrainment
and resetting (Han et al., 2012; Dragich et al., 2010; Hughes
et al., 2004), which can limit the utility of these models to inves-
tigate the specific role of these factors in intrinsic network
coupling. The use of a genetically intact model in this study
circumvented these issues and allowed us to exploit light-
induced changes in network organization to investigate the
functional roles of VIP and GABA, signaling in SCN coupling.
This also provides an analytical tool for investigating in an un-
precedented manner the mechanisms by which the network
uses and integrates different SCN coupling factors. Although
our current approach necessitates the use of long-lasting,
potent, and selective pharmacological agents that may incur
nonspecific effects (Teshima et al., 2003), previous work indi-
cated that these nonspecific effects are short-lasting and
minimally affect long-term SCN recordings (Aton et al., 2006).
Further, the pharmacological agents used here affected
some, but not all, portions of the coupling response curve,
which demonstrates the specific nature of these effects.
Nevertheless, it would be of interest to take advantage of other
techniques to manipulate SCN signaling pathways (Brancaccio
et al.,, 2013; Miesenbdck, 2011) within the context of this
functional coupling assay.

Here, we demonstrate that an ecologically relevant environ-
mental manipulation (i.e., day length) markedly alters the
operational state within the SCN network. Although the precise
mechanisms by which light alters SCN network organization
and function remain unclear, it is possible that chronic long-
day exposure alters network signaling and cellular function.
Changes in circadian function such as those demonstrated
here may occur during exposure to the long day lengths that
are common in industrialized countries. The significance of
day length is underscored by photoperiodic changes in many
behavioral and physiological systems of model animal species,
including reproductive function (Goldman, 1999), immune func-
tion (Nelson, 2004), metabolic function (Bartness and Wade,
1985), cognitive function (Pyter et al., 2006), and affective
behavior (Pyter and Nelson, 2006; Trainor et al., 2008). Humans
and other primates possess the biological machinery for re-

sponding to photoperiod and display seasonal rhythms in a
variety of physiological functions, including conception and
susceptibility to illness (Foster and Roenneberg, 2008). Impor-
tantly, the changes in mood that manifest in seasonal affective
disorder are thought to be produced by light-induced alterations
of circadian function (Wehr et al., 2001). Whether the changes
in SCN organization and function contribute to such photo-
periodic fluctuations demands further investigation, since this
may be pertinent for understanding human health problems
associated with nighttime exposure to artificial light and sea-
sonal changes in daily light exposure. Lastly, SCN reorganization
occurs under conditions that simulate jetlag and shift work
(Albus et al., 2005; Sellix et al., 2012), and thus strategic manip-
ulation of SCN coupling pathways may facilitate recovery under
these conditions.

Progress in understanding network-level function requires
rigorous mapping of circuit organization under various operating
states and a mechanistic understanding of the processes that
regulate network synchrony and plasticity (Buzsaki, 2006).
Temporal coding within oscillating neuronal networks is an orga-
nizational principle that is important for many behavioral and
physiological processes, including sensory processing, motor
performance, intermodal integration, and higher-order cognitive
function (Buzséki, 2006; Schnitzler and Gross, 2005). Likewise,
plasticity in the temporal organization of neural circuits is
proposed to be critical for the context-specific regulation of
behavior and physiology (Buzsaki, 2006). Further, dysfunction
in the process of neuronal synchronization is implicated in epi-
lepsy and cognitive impairment (Schnitzler and Gross, 2005).
Since the principles of neural synchronization apply to systems
operating on a range of timescales (Buzsaki and Draguhn,
2004; Hansel et al., 1995), our study highlights organizational
principles that may be relevant for other oscillatory networks
(Buzséki, 2006).

EXPERIMENTAL PROCEDURES

Animals and Husbandry Conditions

All procedures were approved by the Institutional Animal Care and Use
Committee of the Morehouse School of Medicine in accordance with the
guidelines of the U.S. National Institutes of Health. Homozygous PERIOD2::
luciferase (PER2::LUC) knockin mice (Yoo et al., 2004), backcrossed to a
C57BI/6J background, were bred and raised under a 24 hr light:dark cycle
with 12 hr light and 12 hr darkness (LD12:12, lights on: 0600 EST). Ambient
room temperature was maintained at 22°C + 2°C, and the animals had ab
libitum access to water and food (Purina Rodent Chow #5001). For all exper-
iments, adult male PER2::LUC mice (7-9 weeks of age) were transferred to
individual wheel-running cages contained within light-tight secondary enclo-
sures. Long-day photoperiods were achieved by an abrupt and symmetrical
reduction of the scotophase. Mice were entrained to LD12:12, LD16:8,
LD18:6, LD20:4, or LD22:2 for 12 weeks. LD20:4 entrainment for less than
12 weeks produced SCN reorganization, but with individual differences in
whether the pattern was evident (data not shown). Wheel-running rhythms
were monitored and analyzed with the Clocklab data collection and analysis
system (Actimetrics).

Bioluminescence Imaging

Coronal SCN slices (150 um) were collected and imaged as described pre-
viously (Evans et al., 2011). Unless otherwise stated, mice were sacrificed
2-4 hr before lights-off, since dissections during late subjective day do not
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reset the phase of the SCN (Davidson et al., 2009). Each SCN slice was
cultured on a membrane (Millicell-CM; Millipore) with 1.2 ml of air-buffered
medium containing 0.1 mM beetle luciferin (Gold Biotechnologies) and
imaged for 5-7 days using a Stanford Photonics XR Mega 10Z cooled
intensified charge-coupled device camera. For drug treatments, TTX
(2.5 puM, catalog No. 1069; Tocris), the VIP receptor antagonist [4CI-D-
Phe®, Leu'"] VIP (20 uM, catalog No. 3054; Tocris), or BIC (200 uM, catalog
No. B7686; Sigma) was added to the culture medium and remained for the
duration of the recording. For each pharmacological agent, drug dose was
selected from published literature (Atkins et al., 2010; Aton et al., 2006;
Yamaguchi et al., 2003), and we independently validated dose efficacy in
our preparation (Figures S6A-S6C).

Computational Analyses

Rhythmic parameters of PER2::LUC expression were calculated for each slice
and for cell-like regions of interest (ROIs) within each slice using ImagedJ and
MATLAB-based computational analyses as described previously (Evans
et al., 2011). Briefly, individual phase maps were constructed by generating
a time series for each 12-pixel-diameter region of the image that met the
criteria for circadian rhythmicity, i.e., autocorrelation coefficient with 24 hr
lag significant at o = 0.05, local maximum in the autocorrelation between
18 hr and 30 hr, and signal-to-noise ratio > 1. For composite phase maps,
arepresentative sample to which all other samples were aligned was selected,
and the PER2:LUC peak time was averaged across samples. To locate
and extract data from cell-like ROls, an iterative process was employed after
background and local noise subtraction (Evans et al., 2011). To avoid edge
effects during wavelet fitting (Leise and Harrington, 2011), cell-like ROl data
were analyzed starting on the second cycle in vitro. Analyses of change over
time in vitro focused on cycles 2-4 to avoid a slight drift in the z-axis plane
that became noticeable after the fourth cycle in vitro. Statistical analyses
were performed with JMP software (SAS Institute). Values in the figures and
text are mean = SEM.

Immunohistochemistry

To determine the neuropeptide phenotype of regions affected by long day
lengths, SCN slices were imaged for 2 days, treated with colchicine
(25 ng/ml) for 24 hr at 37°C, and fixed with 4% paraformaldehyde for 24 hr
before sucrose cryoprotection as previously described (Evans et al., 2011).
To assess PER2 expression in vivo, brains were removed at four time points
spanning the circadian cycle (n = 2-3/time point/condition) and fixed in 4%
paraformaldehyde for 24 hr before sucrose cryoprotection and sectioning.
Free-floating slices (40 um) were incubated for 48 hr with primary antibodies
for PER2 (Millipore, 1:500) and/or AVP (1:1K; Bachem), followed by 2 hr
incubation with secondary antibodies (Dylight 488, Dylight 594; 1:200;
Jackson ImmunoResearch). Images were obtained with a Zeiss LMS 700
confocal laser scanning microscope.

SUPPLEMENTAL INFORMATION

Supplemental Information includes six figures and two movies and can be
found with this article online at http://dx.doi.org/10.1016/j.neuron.2013.
08.022.
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