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Abstract

Carl Friedrich Gauss is often given credit for providing the first correct
proof of the fundamental theorem of algebra in his 1799 doctoral disser-
tation. However, Gauss’s proof contained a significant gap. In this paper,
we give an elementary way of filling the gap in Gauss’s proof.

1 Introduction.

The fundamental theorem of algebra is the statement that every nonconstant
polynomial with complex coefficients has a root in the complex plane. According
to John Stillwell [8, pp. 285–286]:

It has often been said that attempts to prove the fundamental the-
orem began with d’Alembert (1746), and that the first satisfactory
proof was given by Gauss (1799). This opinion should not be ac-
cepted without question, as the source of it is Gauss himself. Gauss
(1799) gave a critique of proofs from d’Alembert on, showing that
they all had serious weaknesses, then offered a proof of his own. His
intention was to convince readers that the new proof was the first
valid one, even though it used one unproved assumption . . . . The
opinion as to which of two incomplete proofs is more convincing can
of course change with time, and I believe that Gauss (1799) might
be judged differently today. We can now fill the gaps in d’Alembert
(1746) by appeal to standard methods and theorems, whereas there
is still no easy way to fill the gap in Gauss (1799).

Our goal in this paper is to respond to the challenge in Stillwell’s final sentence
by providing an elementary way to fill the gap in Gauss’s 1799 proof [2] of the
fundamental theorem of algebra.

2 Gauss’s proof.

In his 1799 proof, written when he was 22, Gauss proved the fundamental the-
orem only for polynomials with real coefficients. It is well known that this
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suffices to establish the theorem for all polynomials with complex coefficients.
To see why this is true, suppose the theorem holds for polynomials with real
coefficients, and let f(z) = cNz

N + cN−1z
N−1 + · · ·+ c0 be a nonconstant poly-

nomial with complex coefficients. Let f(z) = cNz
N + cN−1z

N−1 + · · · + c0 be
the polynomial whose coefficients are the complex conjugates of the coefficients
of f , and let g(z) = f(z)f(z) = f(z)f(z). Then g is a nonconstant polyno-
mial with real coefficients, so by assumption it has a root z0. This means that
g(z0) = f(z0)f(z0) = 0, so either z0 or z0 is a root of f .

Given a polynomial f of degree N > 0 with real coefficients, Gauss consid-
ered the algebraic curves in the plane defined by the equations Re(f(z)) = 0
and Im(f(z)) = 0. Each of these curves consists of several continuous branches.
He showed that for sufficiently large r, each curve intersects the circle |z| = r
at 2N points, and these intersection points are interleaved: between any two
intersection points for one curve there is an intersection point for the other.
Gauss then claimed, without proof, that if a branch of an algebraic curve enters
the disk |z| ≤ r, then it must leave again. Applying this fact to the curves
Re(f(z)) = 0 and Im(f(z)) = 0, he concluded that if we start at one of the
2N intersection points of one of these curves with the boundary of the disk and
follow the corresponding branch of the curve into the interior of the disk, then
it must eventually emerge at one of the other intersection points. Using this
fact, together with the way the intersection points are interleaved, Gauss then
argued that the two curves Re(f(z)) = 0 and Im(f(z)) = 0 must intersect at
some point in the interior of the disk. At this intersection point, the real and
imaginary parts of f(z) are both 0, so f(z) = 0; in other words, the intersection
point is a root of f .

Gauss seemed to realize that his claim about algebraic curves had not been
fully justified. In a footnote, he wrote “As far as I know, nobody has raised any
doubts about this. However, should someone demand it then I will undertake
to give a proof that is not subject to any doubt, on some other occasion.” But
in fact Gauss never gave such a proof. In his footnote, Gauss went on to sketch
a method of establishing the claim for the particular algebraic curves under
consideration in his proof, but he didn’t work out the details of this sketch.
The first exposition of Gauss’s proof that included a complete justification for
Gauss’s claim that any branch of the curve Re(f(z)) = 0 or Im(f(z)) = 0
that enters the disk |z| ≤ r must leave again was given in 1920 by Alexander
Ostrowski [5], and this justification was not easy. (More recent versions of the
proof can be found in [3, 4, 6].) In discussing this point, Steve Smale wrote [7,
p. 4]:

I wish to point out what an immense gap Gauss’ proof contained. It
is a subtle point even today that a real algebraic curve cannot enter
a disk without leaving.

In the next section, we show that a small change in the strategy of the proof
makes it possible to prove the existence of the required intersection point of
the curves Re(f(z)) = 0 and Im(f(z)) = 0 without using anything more than
elementary analysis.
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3 An elementary version of Gauss’s proof.

Following Gauss, we will prove the fundamental theorem for polynomials with
real coefficients. Suppose that f is a polynomial of degree N > 0 with real
coefficients. By dividing by the leading coefficient, we may assume without loss
of generality that f is monic, so

f(z) = zN +

N−1∑
n=0

cnz
n,

where c0, . . . , cN−1 ∈ R. If f(0) = 0 then of course there is nothing to prove, so
we may also assume f(0) 6= 0.

For real r and θ, we define

Rr(θ) = Re(f(reiθ))

= Re

[
rN (cos θ + i sin θ)N +

N−1∑
n=0

cnr
n(cos θ + i sin θ)n

]
,

Ir(θ) = Im(f(reiθ))

= Im

[
rN (cos θ + i sin θ)N +

N−1∑
n=0

cnr
n(cos θ + i sin θ)n

]
.

Note that for fixed r > 0, we can express each of these functions as a polynomial
of degree N in cos θ and sin θ by expanding the powers of cos θ + i sin θ. Fur-
thermore, the power of sin θ in each term of Rr(θ) will be even, so by replacing
sin2 θ with 1− cos2 θ we can write Rr(θ) in the form

Rr(θ) = pr(cos θ),

where pr is a polynomial with real coefficients of degree at most N . Similarly,
the power of sin θ in each term of Ir(θ) will be odd, so we have

Ir(θ) = sin θ qr(cos θ),

where qr is a polynomial with real coefficients of degree at most N − 1.
From the formula Rr(θ) = pr(cos θ) we see that the equation Rr(θ) = 0 has

at most 2N solutions (mod 2π), and the only way it can have 2N solutions is
if pr has N distinct roots, all of which are in the interval (−1, 1), so that each
is equal to cos θ for two values of θ (mod 2π). In that case, pr factors into
linear factors and its sign changes at each root, and it follows that the sign of
Rr changes at each zero. In other words, if the zeros of Rr, listed in increasing
order, are . . . , θ−2, θ−1, θ0, θ1, θ2, . . ., then the sign of Rr(θ) for θj−1 < θ < θj is
the opposite of the sign for θj < θ < θj+1.

Similar conclusions hold for Ir. From the formula Ir(θ) = sin θ qr(cos θ) we
see that every integer multiple of π is a solution to the equation Ir(θ) = 0. The
other solutions are values of θ for which cos θ is a root of qr. There are at most
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2N − 2 of these (mod 2π), so there are at most 2N zeros of Ir (mod 2π), and
if there are 2N zeros, then the sign of Ir changes at each solution.

Next, we show that Rr and Ir have the maximum possible number of zeros
when r is large enough. Intuitively, this follows from the fact that if |z| is
large, then the zN term of f(z) dominates the other terms, and the real and
imaginary parts of zN change sign 2N times on any circle |z| = r. To make this
idea precise, let

r∗ = max

(
1,
√

2

N−1∑
n=0

|cn|

)
,

and consider any r > r∗. For each integer k in the range 0 ≤ k ≤ 4N , let

θk =
(2k − 1)π

4N
, zk = reiθk .

Then for every k,∣∣∣∣∣
N−1∑
n=0

cnz
n
k

∣∣∣∣∣ ≤
N−1∑
n=0

|cn|rn ≤

(
N−1∑
n=0

|cn|

)
· rN−1 ≤

√
2r∗

2
· rN−1 <

√
2

2
· rN .

Since arg(zN1 ) = Nθ1 = π/4,

Re(zN1 ) =

√
2

2
· rN >

∣∣∣∣∣
N−1∑
n=0

cnz
n
1

∣∣∣∣∣ .
Therefore Rr(θ1) = Re(f(z1)) > 0. On the other hand, arg(zN2 ) = 3π/4, so

Re(zN2 ) = −
√

2

2
· rN < −

∣∣∣∣∣
N−1∑
n=0

cnz
n
2

∣∣∣∣∣ ,
and therefore Rr(θ2) < 0. It follows that Rr must have a zero in the interval
(θ1, θ2). Similar reasoning can be used to show that Ir(θ0) < 0 < Ir(θ1), so Ir
has a zero in the interval (θ0, θ1). Continuing to examine the signs of Rr(θk)
and Ir(θk), we find that Rr has a zero in each of the intervals (θ1, θ2), (θ3, θ4),
. . . , (θ4N−1, θ4N ), and Ir has a zero in each of the intervals (θ0, θ1), (θ2, θ3),
. . . , (θ4N−2, θ4N−1); the zero in the interval (θ0, θ1) = (−π/(4N), π/(4N)) is
0, and the zero in the interval (θ2N , θ2N+1) = (π − π/(4N), π + π/(4N)) is π.
Thus the functions Rr and Ir both have 2N zeros (mod 2π), and these zeros
are interleaved: between any two zeros of either function is a zero of the other.

Let us say that a number r > 0 is an interleaving radius if each of the
functions Rr and Ir has 2N zeros (mod 2π), and the zeros are interleaved.
Then what we have just shown is that all radii r > r∗ are interleaving. For any
interleaving r, let the zeros of Rr in the interval [0, 2π) be α1(r), . . . , α2N (r),
and let the zeros of Ir be β1(r), . . . , β2N (r), both listed in increasing order. The
fact that the roots are interleaved means that

0 = β1(r) < α1(r) < β2(r) < · · · < β2N (r) < α2N (r) < 2π = β1(r) + 2π.
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By our earlier observations, the signs of Rr and Ir change at each zero.
We claim now that the set of interleaving radii is open, and the functions

αj and βj , for 1 ≤ j ≤ 2N , are continuous on this set. To see why this is
true, suppose c is interleaving and ε > 0. Choose a positive number t ≤ ε small
enough that the intervals (αj(c)− t, αj(c) + t) and (βj(c)− t, βj(c) + t) are all
disjoint (mod 2π); in other words,

t = β1(c) + t < α1(c)− t,
α1(c) + t < β2(c)− t,

...

α2N (c) + t < 2π − t = β1(c)− t+ 2π.

Since the sign of Rc changes at each zero, Rc(αj(c) − t) and Rc(αj(c) + t)
must have opposite signs, and similarly Ic(βj(c) − t) and Ic(βj(c) + t) have
opposite signs. Now choose δ such that 0 < δ < c and δ is small enough that if
|r− c| < δ, then for all j, Rr(αj(c)− t) has the same sign as Rc(αj(c)− t), and
similarly for Rr(αj(c) + t), Ir(βj(c)− t), and Ir(βj(c) + t). Then Rr(αj(c)− t)
and Rr(αj(c) + t) have opposite signs, and therefore Rr has a zero in each of
the intervals (αj(c) − t, αj(c) + t). Similarly, Ir has a zero in each interval
(βj(c) − t, βj(c) + t). Since these intervals are disjoint, it follows that r is
interleaving. Note that the zero of Ir in the interval (β1(c)−t, β1(c)+t) = (−t, t)
is 0 = β1(r) = β1(c). Therefore αj(r) belongs to the interval (αj(c)−t, αj(c)+t),
so |αj(r)−αj(c)| < t ≤ ε, and similarly |βj(r)−βj(c)| < ε. This establishes that
the set of interleaving radii is open, and the functions αj and βj are continuous
on this set.

Up to this point, our proof is not very different from Gauss’s. Our polar
curves θ = αj(r) and θ = βj(r) are parts of branches of the algebraic curves
Re(f(z)) = 0 and Im(f(z)) = 0 studied by Gauss. Gauss’s next step was to
choose an interleaving radius r and follow one of these branches from a point on
the circle |z| = r into the interior of the circle, and he claimed that the branch
would emerge at another point on the circle. In contrast, our procedure is to
follow all of the branches simultaneously from the circle |z| = r inward and show
that two of the branches must eventually intersect. This procedure is illustrated
in Figure 1.

Since f(0) 6= 0 and all coefficients of f are real, Re(f(0)) is nonzero. There-
fore, by continuity, for all sufficiently small r > 0, Rr has no zeros, so r is not
interleaving. Thus the set of positive radii that are not interleaving is nonempty
and bounded above, so it has a least upper bound r0. Since the set of interleav-
ing radii is open, r0 cannot be interleaving.

Let (rk)∞k=1 be a decreasing sequence of interleaving radii converging to r0.
Applying the Bolzano–Weierstrass theorem to replace this sequence with a sub-
sequence if necessary, we may assume that limk→∞ α1(rk) exists. Passing to
a further subsequence if necessary, we may also assume that limk→∞ β1(rk)
exists, and repeating this reasoning we may assume that all of the sequences
(αj(rk))∞k=1 and (βj(rk))∞k=1 converge.
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Figure 1: The solid red lines are the points where Re(f(z)) = 0, and the dashed
blue lines are the points where Im(f(z)) = 0, for the polynomial f(z) = z8 +
0.2z7 − 0.1z6 − 0.3z5 − 0.1z3 + 0.2z2 − 0.3z + 0.1. The large, dotted circle is
|z| = r∗, and the smaller, solid circle is |z| = r0.

Let aj = limk→∞ αj(rk) and bj = limk→∞ βj(rk). (It can in fact be shown
that aj = limr→r+0

αj(r) and bj = limr→r+0
βj(r), but we will not need these

facts.) By continuity of Rr(θ) and Ir(θ) (as functions of both r and θ), we have
Rr0(aj) = 0 and Ir0(bj) = 0, and by the ordering of the functions αj and βj ,

0 = b1 ≤ a1 ≤ b2 ≤ · · · ≤ b2N ≤ a2N ≤ 2π = b1 + 2π.

If all of these inequalities are strict, then r0 is interleaving, which is a contra-
diction. Therefore at least one inequality is not strict. In other words, for some
j and k, aj ≡ bk (mod 2π). But then Rr0(aj) = 0 and Ir0(aj) = Ir0(bk) = 0, so
r0e

iaj is a root of f .

4 Another approach.

In the previous section, we have tried to stay as close as possible to Gauss’s rea-
soning, in order to show how our proof gives a way to fill in the gap in Gauss’s
proof. However, it turns out that the proof can be simplified a bit by deviating
somewhat from Gauss’s approach. The main change is that, instead of inter-
secting the curves Re(f(z)) = 0 and Im(f(z)) = 0 with circles, we intersect
them with horizontal lines. In this version of the proof, there is no advantage to
restricting attention to polynomials with real coefficients, so we prove the the-
orem directly for polynomials with complex coefficients. Also, there is no need
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to introduce the cosine and sine functions into the proof; intersecting the curves
Re(f(z)) = 0 and Im(f(z)) = 0 with lines rather than circles leads directly to
polynomial equations. We sketch this approach in this section, skipping those
details that are essentially the same as in our first proof.

Let f be a polynomial of degree N > 0 with complex coefficients. Since the
theorem is clearly true for linear polynomials, we may assume that N ≥ 2, and
as before we may also assume without loss of generality that f is monic. Thus,
we can write

f(z) = zN +

N−1∑
n=0

cnz
n,

where c0, . . . , cN−1 ∈ C.
For real numbers x and y, we now define

Ry(x) = Re(f(x+ iy)),

Iy(x) = Im(f(x+ iy)).

Straightforward algebra shows that we can write Ry(x) and Iy(x) in the form

Ry(x) = xN +

N−1∑
n=0

gn(y)xn,

Iy(x) =

N−1∑
n=0

hn(y)xn,

where gn and hn are polynomials with real coefficients. Furthermore, we have

hN−1(y) = Ny + a

for some a ∈ R. Thus, for fixed y, Ry is a monic polynomial of degree N and
Iy is a polynomial of degree N − 1, except that there is one value of y, namely
y = −a/N , for which Iy is either the constant zero polynomial or a nonzero
polynomial of degree less than N − 1.

We define a number y to be interleaving if the polynomial Ry has exactly N
roots, Iy has exacty N − 1 roots, and the roots are interleaved. In other words,
if we let α1(y), . . . , αN (y) be the roots of Ry and β1(y), . . . , βN−1(y) the roots
of Iy, both listed in increasing order, then

α1(y) < β1(y) < α2(y) < · · · < βN−1(y) < αN (y).

As in our previous proof, we can use the fact that the leading term of f
dominates the other terms to show that all sufficiently large y are interleaving.
And as before, we can show that the set of interleaving values of y is open, and
the functions αj and βj are continuous on this set. However, not all values of y
are interleaving. As we observed earlier, there is one value of y for which Iy is
either the constant zero polynomial or a nonzero polynomial of degree less than
N − 1, and this value of y cannot be interleaving. Therefore the set of numbers
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that are not interleaving is nonempty, closed, and bounded above, so we can let
y0 be the largest number that is not interleaving.

The coefficients ofRy are continuous functions of y, and are therefore bounded
on [y0, y0 + 1]. Using this fact, one can show that the function αj and βj are
bounded on (y0, y0 + 1]. We can therefore use the Bolzano–Weierstrass theorem
to find a decreasing sequence (yk)∞k=1 of interleaving numbers converging to y0
such that the limits aj = limk→∞ αj(yk) and bj = limk→∞ βj(yk) exist. As
before we have Ry0(aj) = 0, Iy0(bj) = 0, and

a1 ≤ b1 ≤ a2 ≤ · · · ≤ bN−1 ≤ aN . (1)

If Iy0 is the constant zero polynomial, then for every j, Ry0(aj) = 0 and
Iy0(aj) = 0, so aj + iy0 is a root of f . Now suppose that Iy0 is not the constant
zero polynomial, so it has degree at most N − 1. If all of the inequalities in (1)
are strict, then y0 is interleaving, which is a contradiction. Therefore at least
one inequality is not strict. In other words, for some j and k, aj = bk. But then
Ry0(aj) = 0 and Iy0(aj) = Iy0(bk) = 0, so aj + iy0 is a root of f .

ACKNOWLEDGMENT. We would like to thank the anonymous referees
for several helpful suggestions.

References

[1] B. Fine, G. Rosenberger, The Fundamental Theorem of Algebra. Springer-
Verlag, New York, 1997.

[2] C. F. Gauss, Demonstratio nova theorematis omnem functionem alge-
braicam rationalem integram unius variabilis in factores reales primi vel
secundi gradus resolvi posse, in Gauss Werke, Vol. 3, 1–30. An English
translation is available at http://www.quantresearch.info/gauss_phd_

dissertation.pdf.

[3] S. M. Gersten, J. R. Stallings, On Gauss’s first proof of the fundamental
theorem of algebra, Proc. Amer. Math. Soc. 103 (1988) 331–332.

[4] J. L. Martin, D. Savitt, T. Singer, Harmonic algebraic curves and noncross-
ing partitions, Discrete Comput. Geom. 37 (2007) 267–286.
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